
Developing a Generative AI Framework for Analyzing Student Responses to Enhance 
Classroom Assessments 

OBJECTIVE

CONCEPTUAL FRAMEWORK

Goal of the Study
This study aims to develop a GenAI-enhanced assessment framework 
to (1) analyze students’ written responses, (2) generate rationale for 
scoring decisions and identify response uncertainty, and (3) assign final 
scores and provide feedback on weaknesses to support learning. 

Research Question
This study explores two research questions (RQs): RQ1, “How can AI 
algorithms, leveraging Large Language Models (LLMs) and grounded in 
learning theories, be developed to analyze student responses and 
identify weakness in written responses for knowledge-in-use 
assessment tasks?” RQ2, “How can uncertainty in student responses be 
identified to provide feedback on knowledge-in-use assessment tasks?”

METHODS: AI Assessment Framework

EXAMPLE OF PROMPTS AND RUBRIC SYSTEM 

• Our GenAI-enhanced assessment framework demonstrates the potential 
of LLMs to analyze written responses, generate scoring rationale, identify 
uncertainty, and generate feedback that enhances learning. 

• We are designing classroom studies to collect and analyze new response 
data with our AI models, exploring how timely feedback influences 
learning across various student characteristics (e.g., performance levels, 
ethnicity, school location, and socioeconomic status). 

• This AI Assessment Framework is being used to analyze elementary 
students’ written responses to Knowledge-in-Use science assessments, 
providing actionable and constructive feedback to support the learning of 
64,000 students across 80 teachers.

• Our framework and methods can be applied to other disciplines that use 
classroom assessment for teaching and learning, as well as other 
constructs like motivation, metacognition, and collaboration skills, which 
are influenced by causal variables that help diagnose students’ 
behaviors.
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CONCLUSION AND FUTURE DIRECTIONS

Our AI models used Distilled Versions of GPT-4o-mini to provide the 
results of precision, recall, and F1-score to evaluate the accuracy by 
analyzing our AI model scoring predictions.

• Use 3D assessment item: Measure students’ learning by integrating
the scientific knowledge: disciplinary core ideas (DCI), crosscutting
concepts (CCC), and science and engineering practices (SEP). 

• For RQ1, Our CoT approach involves (1) dissecting responses into 
critical components, (2) checking logical connections and alignment 
with the assessment question, (3) identifying possible incorrect 
statements, and (4) providing an overall assessment with scoring 
rationale. Our prompting structure integrates “Instruction + Rubric + 
Examples of responses (5 examples) with CoT.” This AI model 
analyzes responses as “0” for incorrect and “1” for correct answers 
while also generating scoring rationale. 

• For RQ2, Four distinct models by varying the prompts. First, we 
adjusted the number of examples included in some prompts. Second, 
we modified the instructions within the prompts to address two 
factors: (1) whether a score is assigned when the student provides an 
intuitively correct but not explicitly articulated response, and (2) 
whether the LLM focuses more on the structural analysis. The final 
score is determined by the majority vote of the four models (Wang, et 
al., 2022). If at least three of the four models assign a score 1, the 
final score is 1. For example, if the model scores are 1, 0, 0, and 0, 
the final score for the case is 0. This approach also quantifies and 
identifies uncertainties in student responses when the models scores 
differ. In the above example, 25% of the student response is 
considered ambiguous. 

Knowledge-In-Use
• Knowledge-in-use refers to students applying their knowledge with 

scientific practices to solve complex problems.
• Classroom assessments provide tangible evidence of this knowledge, 

enabling feedback to support learning.
Feedback in Learning
• Timely, targeted feedback fosters cognitive growth by engaging 

learners to reflect on their knowledge, identify weaknesses, seek 
additional information, and revise their work.

• Effective feedback should be based on analyzing student responses, 
making judgments about student performance, and providing 
actionable, constructive feedback on areas for improvement to foster 
ongoing learning and growth. 

Generative Artificial Intelligence 
• Large Language Models (LLMs), facilitate automated analysis of 

written responses in assessment tasks to provide meaningful feedback. 
• Chain-of-Thought (CoT) prompting enhances LLMs to generate 

personalized guidance that encourages learners to iteratively refine 
their answers to achieve their learning goals. 

RESULTS AND DISCUSSION
• This proposal reports the results of 834 student-written responses from 

one of the five Next Generation Science Assessment tasks, achieving an 
inter-rater reliability of 0.80.

• The RQ1 results indicate that our proposed model for analyzing student 
responses and generating scoring rationale achieved the following 
accuracy: All (0.83), DCI&SEP (0.87), DCI (0.78), and DCI&CCC (0.84).

• The RQ2 results, using the majority vote method to identify ambiguity in 
student responses, show that our model increased accuracy across all 
rubrics: All (0.85), DCI&SP (0.88), DCI (0.82), and DCI&CCC (0.86). Table 
1 presents the results of three components. 

• We reviewed the students’ responses from the ambiguous group. These 
responses were unclear and inconsistent between sentences in students’ 
entire paragraphs, leading to low reliability in scoring for humans and AI.

• We propose using this uncertainty information to provide feedback to 
students to warn them about the ambiguity in the responses rather than AI 
to analyze responses with a high risk of inaccuracy.

Method Accuracy False 
Negative

False 
Positive

ALL
RQ1 0.83 83 cases 52 cases
RQ2 0.85 77 cases 47 cases

DCI
RQ1 0.78 114 cases 70 cases
RQ2 0.82 83 cases 64 cases

DCI&CCC
RQ1 0.84 40 cases 74 cases
RQ2 0.86 51 cases 74 cases

DCI&SEP
RQ1 0.87 96 cases 12 cases
RQ2 0.88 96 cases 3 cases
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The rubric contains three components, including (1) DCI, (2) DCI and SEP, and (3) DCI and CCC to analyze 
the understanding of knowledge-in-use. 


